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1
SYSTEM AND METHOD FOR IMPROVING
METHODS OF MANUFACTURING
STEREOSCOPIC IMAGE SENSORS

CROSS-REFERENCE TO RELATED
APPLICATIONS

The application claims the priority benefit of U.S. Provi-
sional Application No. 61/537,440, entitled “METHODS
OF MANUFACTURING OF IMAGING SENSORS
USING THREE DIMENSIONAL STATISTICAL PRO-
CESSING TO IMPROVE SENSOR YIELD,” filed Sep. 21,
2011, the entirety of which is incorporated herein by refer-
ence.

BACKGROUND

1. Technical Field of the Invention

The present embodiments relate to imaging devices, and
in particular, to systems, methods, and apparatus for improv-
ing the manufacturing of sterecoscopic image sensors.

2. Description of the Related Art

Digital imaging capabilities are currently being integrated
into a wide range of devices, including digital cameras and
mobile phones. Moreover, the ability to capture stereoscopic
“3D” images with these devices has become technically
possible. Device manufacturers have responded by intro-
ducing devices integrating digital image processing to sup-
port this capability, utilizing single or multiple digital imag-
ing sensors. A wide range of electronic devices, including
mobile wireless communication devices, personal digital
assistants (PDAs), personal music systems, digital cameras,
digital recording devices, video conferencing systems, and
the like, make use of stereoscopic imaging capabilities to
provide a variety of capabilities and features to their users.
These include stereoscopic (3D) imaging applications such
as 3D photos and videos or movies.

To make 3D playback comfortable for viewers, it is
desirable to provide digital systems wherein the imaging
sensors are perfectly aligned. This allows the individual
images captured by each imaging sensor to be more per-
fectly aligned to provide a stereoscopic image. However,
this perfect alignment is seldom achievable due to mechani-
cal imperfections and errors in the physical placement of the
imaging sensors due to manufacturing inconsistencies on a
manufacturing line. These sensor alignment imperfections,
when present, can lead to capture of unaligned images which
may result in visual discomfort to the viewer unless other-
wise corrected. In some cases, digital image alignment
software may be used to correct for minor variations in
image sensor positions. However, these digital corrections
cannot correct for image sensors that are positioned outside
of predetermined tolerances. Furthermore, imperfections in
the sensor production lines may cause significant sensor
yield drop if the imperfections result in improper mounting
of image sensors that result in captured images that are
outside of what can be corrected for digitally.

SUMMARY OF THE INVENTION

Some of the embodiments may comprise a method for
improving imaging sensor yields for a pair of image sensors
configured to capture a stereoscopic image, comprising
providing a stereoscopic image sensor pair taken from a
manufacturing line and capturing one or more images of a
correction pattern with the sensor pair. The method may
further comprise determining correction angles of the sensor
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pair based on the one or more images of the correction
pattern and representing the correction angles of the sensor
pair in a three dimensional space. The method may further
comprise analyzing the three dimensional space of correc-
tion angles to determine a set of production correction
parameters and imputing the production correction param-
eters to the manufacturing line to improve sensor pair yields.
In some embodiments of the method, determining correction
angles of the sensor pair comprises measuring a roll correc-
tion angle, measuring a yaw correction angle, and measuring
a pitch correction angle of the image sensors in the sensor
pair. In some embodiments the correction pattern may be a
checkerboard composed of alternating light and dark
squares. In some embodiments, the correction pattern may
further comprise other colorations such that the colorations
provide an orientation point for the image sensors in the
sensor pair. In some embodiments, capturing one or more
images of a correction pattern comprises capturing a first
image of a correction pattern with a first imaging sensor and
capturing a second image of a correction pattern with a
second imaging sensor. In some embodiments, determining
correction angles of the sensor pair further comprises detect-
ing a coordinate system origin for each of the first and
second images; detecting a set of key point coordinates
within a boundary around the origin for each of the first and
second images; determining a set of real world coordinates
from the set of key point coordinates for each of the first and
second images; and comparing the set of real world coor-
dinates with the set of key point coordinates to determine
correction angles for each sensor pair. In some embodi-
ments, representing the correction angles in a three dimen-
sional space comprises graphing a sensor pair correction
requirement in a three dimensional space in which a first axis
corresponds to a roll correction, a second axis corresponds
to a yaw correction and a third axis corresponds to a pitch
correction. In some embodiments, analyzing the three
dimensional space of correction angles further comprises
determining the mean and variance for the roll, pitch and
yaw correction angles and determining the set of production
correction parameters that satisfies one or both of a mini-
mized variance of the correction angles or a mean of the
correction angles of zero. In some embodiments, analyzing
the three dimensional space of correction angles further
comprises determining a set of possible combinations of two
of the roll, pitch or yaw correction angles while holding
fixed a mean of a third correction angle and determining the
set of production correction parameters from the set of
possible combinations. In some embodiments, analyzing the
three dimensional space of correction angles further com-
prises determining a maximum correction angle for each of
roll, pitch, and yaw and minimizing each correction angle
sequentially.

Other embodiments may comprise a system to improve
imaging sensor yields for a pair of image sensors configured
to capture a stereoscopic image. The system may comprise
a correction pattern comprised of two sheets of alternating
light and dark squares joined at a ninety degree angle, a
support for holding a stereoscopic image sensor pair in front
of the correction pattern, an electronic processor coupled to
each sensor of the image sensor pair and a control module
configured to capture one or more images of the correction
pattern with a sensor pair, determine correction angles of the
sensor pair based on the one or more images of the correc-
tion pattern, represent the correction angles of the sensor
pair in a three dimensional space, analyze the three dimen-
sional space of correction angles to determine a set of
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production correction parameters, and input the production
correction parameters to the manufacturing line to improve
sensor pair yields.

Another innovative aspect disclosed is an apparatus for
improving imaging sensor yields for a pair of image sensors
configured to capture a stereoscopic image. The apparatus
includes a means for providing a first image and a second
image of a stereoscopic image pair, means for capturing one
or more images of a correction pattern with the sensor pair,
means for determining correction angles of the sensor pair
based on the one or more images of the correction pattern,
means for representing the correction angles of the sensor
pair in a three dimensional space, means for analyzing the
three dimensional space of correction angles to determine a
set of production correction parameters, and means for
imputing the production correction parameters to the manu-
facturing line to improve sensor pair yields.

Other embodiments may include a non-transitory com-
puter readable medium containing processor executable
instructions that are operative to cause a processor to per-
form a method of improving imaging sensor yields for a pair
of'image sensors configured to capture a stereoscopic image,
the method including providing a stereoscopic image sensor
pair taken from a manufacturing line, capturing one or more
images of a correction pattern with the sensor pair, deter-
mining correction angles of the sensor pair based on the one
or more images of the correction pattern, representing the
correction angles of the sensor pair in a three dimensional
space, analyzing the three dimensional space of correction
angles to determine a set of production correction param-
eters, and inputting the production correction parameters to
the manufacturing line to improve sensor pair yields.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosed aspects will hereinafter be described in
conjunction with the appended drawings, provided to illus-
trate and not to limit the disclosed aspects, wherein like
designations denote like elements.

FIG. 1 illustrates a schematic of an imaging sensor yield
improvement system and apparatus.

FIG. 2A illustrates a mounted imaging sensor pair.

FIG. 2B illustrates a mounted imaging sensor pair in
which one sensor is rotated in the roll direction.

FIG. 2C illustrates a mounted imaging sensor pair in
which one sensor is rotated in the pitch direction.

FIG. 2D illustrates a mounted imaging sensor pair in
which one sensor is rotated in the yaw direction.

FIG. 3 illustrates one embodiment of a correction pattern.

FIG. 4 is a block diagram depicting a system implement-
ing some operative embodiments.

FIG. 5 is a flow chart depicting a high-level overview of
a process to improve sensor yield.

FIG. 6 is a graphical representation of an ideal three
dimensional space of correction angles.

FIG. 7 is a graphical representation of measured correc-
tion angles for a sample of imaging sensor pairs and an ideal
three dimensional space of correction angles.

FIG. 8 is a flow chart depicting a process utilized in one
embodiment of a sensor correction angle measurement mod-
ule.

FIG. 9 is a flow chart depicting a process utilized in one
embodiment of a space calculation module.

FIG. 10 illustrates one embodiment of the labeled key
points for the correction pattern shown in FIG. 3.
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FIG. 11 is a flow chart depicting a process utilized in one
embodiment of an adjustment module.

DETAILED DESCRIPTION

Visual experiments indicate that in order to view 3D
stereo images with minimal discomfort, the left and right
digital sensors that capture the images should be fully
aligned with one another. At most, the image sensors within
the pair should be at least fully parallel, i.e. they differ only
by horizontal or vertical shifts which are more easily cor-
rected by digital editing of the captured image. For desirable
3D effects and fusibility of images, a horizontal distance
between image sensors in a stereoscopic sensor pair is
typically around 3.25 cm. In addition, there is preferably
only a relatively small horizontal or vertical shift between
the sensors in the pair. However, in actual practice, obtaining
perfectly aligned parallel image sensors is often unachiev-
able due to mechanical mounting limitations. Factory auto-
mation equipment does not currently provide the automation
accuracy required to reproducibly mount the two image
sensors so that they are perfectly aligned in every digital
stereoscopic device. Thus, embodiments of the invention
provide systems and methods for providing feedback to
manufacturing lines in order to more accurately mount
image sensors onto mounting plates to increase the yield and
accuracy of stereoscopic imaging devices.

Because of the persistent misalignments caused by the
difficulty in precisely manufacturing image sensor pairs,
digital processing methods have been introduced to help
provide high quality stereoscopic images from digital image
pairs that were manufactured with some moderate sensor
misalignment.

Calibration of stereoscopic images through digital image
processing is typically required to align the camera images
after they have been captured by an imaging sensor pair.
These methods digitally process the stereoscopic image
pairs to produce aligned images. Aligning stereoscopic
images may include cropping one or both images to correct
for horizontal (x axis) or vertical (y axis) shift between the
images of a stereoscopic image pair. The two images of a
stereoscopic image pair may also be misaligned about a “z”
axis, caused when one imaging sensor is slightly closer to a
scene being imaged than the other imaging sensor. Cropping
may also be required to correct for misalignment due to
rotation of the images about an X, y, or z axis. Finally,
cropping may also be required to adjust the convergence
point of the two images in the stereoscopic image pair.

In addition to the two dimensional x, y and z offsets
discussed above, the relative positions of the image sensors
in an image sensor pair can also be described by measuring
three axes of angular movement and three axes of shift. For
purposes of this disclosure, positions on an X, y, and z axis
describe relative shift. Angular rotation can be described by
rotations about a horizontal (x) axis, also called “pitch,”
vertical (y) axis, known as “roll,” and (z) axis or “yaw.”

Variations in the relative position of multiple sensors
across one axis can affect stereoscopic image quality more
significantly than variations across another axis. For
example, psychophysical tests confirm that shift along the y
axis, or a variation in pitch angle, have the greatest effect on
perceived image quality. These shifts along the y axis or
pitch angle are known in the art as vertical disparity. Vertical
disparity may cause nausea or headaches when viewed over
a prolonged period, as is the case, for example, when
viewing sterecoscopic videos or movies.
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While vertical disparity has a particular impact on ste-
reoscopic image pair quality, the other forms of misalign-
ment mentioned above will also be noticed by viewers and
affect their overall perception of the image quality. To
correct for misalignments about these six axes, stereoscopic
imaging devices can shift and/or crop the stereoscopic image
pairs to adjust the alignment of the two images. To minimize
the loss of data from an individual image, both images may
be digitally cropped as part of the alignment process.

While correcting misalignments between images may be
part of the digital processing performed before displaying a
stereoscopic imaging pair to a user, other adjustments to the
images may also be needed. For example, stereoscopic
image pairs may be adjusted to achieve a particular conver-
gence point. The convergence point of a stereoscopic image
pair determines at what depth each object in the stereoscopic
image is perceived by a viewer. Objects with zero offset
between the two images when the two images are displayed
are said to be at zero parallax, and thus are perceived at
screen depth. Objects with positive parallax are perceived at
greater than screen depth while objects with negative par-
allax are perceived as in front of the screen.

However, there is ultimately a limited amount of image
data that can be removed from each image of a stereoscopic
image pair without adversely affecting image quality. This
limited amount of image data is known as a total crop
“budget.” The total crop budget corresponds to the amount
of'image data available within an image that can be removed
during the cropping operations necessary to align images (a
“crop budget”) and set an appropriate convergence point (a
“convergence budget”). In some embodiments, a maximum
cutoff of 10% of the available lines of pixels may be
allocated as the maximum correction parameter, since higher
cutoff values may significantly degrade 3D image quality. In
practice, this 10% may be taken as 5% cropped from the top
and bottom or 5% cropped from either of the sides.

If sensor correction is greater than a specified maximum
correction parameter, the sensor may need to be discarded.
These imperfections in sensor production may cause a
significant yield drop.

These multiple crop operations may also adversely affect
the viewable region of the stereoscopic image. The resulting
size of the viewable region of the resulting stereoscopic
image pair may limit a device’s ability to compensate for
misaligned stereoscopic image pairs in some imaging envi-
ronments. For example, calibration processes that remove
more than 10% of an image through cropping may result in
an unsatisfactory image. In some cases, stereoscopic sensor
pairs may be manufactured so far out of alignment such that
correction of the images requires cropping more than a
specified maximum percentage of pixels of an image, result-
ing in undesirable images. In such cases, the manufactured
imaging sensors may have to be discarded, reducing the
sensor yield of a manufacturing or production line.

Therefore, embodiments of the invention relate to systems
and methods that provide feedback to a manufacturing line
that is mounting imaging sensors onto a mounting plate, or
directly into an image capture device. This feedback allows
the physical imaging sensor placement within the capture
device to be corrected to improve yields and sensor pair
alignment. By using feedback from the described image
sensor alignment system, a manufacturing line may improve
sensor yields by adjusting the pick and place machinery to
more accurately position the image sensors.

Embodiments described herein include methods, systems,
and apparatus to estimate a variety of parameters relating to
the placement of image sensor pairs on a mounting plate. For
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example, embodiments may measure the X, y, and z posi-
tions of dozens or hundreds of image sensors mounted onto
mounting plates. Embodiments may also measure the roll,
pitch and yaw of the image sensor pairs as they are mounted
into a device. By providing an analysis of the image sensor
alignment errors in a batch of devices taken from the
manufacturing line, embodiments of the system can deter-
mine a set of correction parameters. These correction param-
eters can be fed into the pick and place machinery at the
manufacturing line to improve sensor yield so that the image
sensors are manufactured more closely within manufactur-
ing tolerances.

Some embodiments of the invention include taking a
plurality of mounted stereoscopic image sensor pairs from a
manufacturing line, capturing one or more images of a
predefined correction pattern with each sensor pair, and
measuring sensor correction angles. These correction angles
are the angles describing the difference between the mea-
sured actual orientation of each sensor with respect to the
other sensor in comparison to an ideal orientation. These
correction angles can then be plotted in a three dimensional
space to determine the mean or median of the universe of
measured sensor correction angles. By analyzing the plotted
three dimensional space occupied by the sensor correction
angles, one can compare the sensor correction angles to a
maximum correction parameter that if introduced to the
manufacturing line would improve sensor pair yields.

FIG. 1 depicts a schematic illustration of one embodiment
of a sensor yield improvement system 100 configured to
measure the mounting position of stereoscopic image sen-
sors. As shown, an image capture device 200 has two
side-by-side imaging sensors 205 and 210. The image cap-
ture device may be a complete device, such as a cellular
telephone or digital camera, or just a mounting board where
the sensors have been mounted through a manufacturing
process. The imaging sensors 205 and 210 are shown as
mounted adjacent one another on the image capture device
200 such that they can capture a stereoscopic image of a
correction pattern 105. The correction pattern includes a
series of checkered blocks which, as discussed below with
respect to FIG. 3, will allow an image analysis system 115
to determine the relative positions of the image sensors 205
and 210 as they are mounted onto the image capture device
200.

The image analysis system 115 may be wire or wirelessly
connected through a wide area network 120, such as the
Internet, to a manufacturing line 125. This connection to the
manufacturing line allows the image analysis system 115 to
analyze the images coming from the device 200, and there-
after transmit production correction parameters to the manu-
facturing line 125 such that future sensor production on the
manufacturing line incorporates the production correction
parameters.

FIG. 2A illustrates one embodiment of a mounted imag-
ing sensor pair. Imaging sensors 205 and 210 are mounted
on a plate or image capture device 200. Preferably, the
imaging sensors 205 and 210 lie in the same plane such that
pixel rows running through the middle of the two sensors lie
in one line, indicated by the line A in FIG. 2A. Additionally,
the sensors 205 and 210 are preferably aligned such that the
lines C1 and C2 indicating a row of pixels running vertically
through each sensor are parallel. The distance between the
centers of the imaging sensors 205 and 210 is preferably
3.25 cm with a deviation desirably no more than plus or
minus ten percent. In cases of deviations from the preferable
position, the sensors 205 and 210 are digitally calibrated
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through digital processing. In some instances, digital cali-
bration cannot correct for the physical deviations of the
sensors 205, 210.

FIGS. 2B, 2C, and 2D illustrate three possible angular
deviations of sensors 205 and 210. In FIGS. 2B-2D, sensor
205 is shown in each possible angular deviation. FIG. 2B
depicts sensor 205 with an angular deviation about the y
axis, known as roll. FIG. 2C depicts sensor 205 with an
angular deviation about the x axis, known as pitch. FIG. 2D
depicts sensor 205 with an angular deviation about the z
axis, known as yaw. In each figure, only one angular rotation
is depicted. However, sensors 205 and 210 may be rotated
around multiple axes. Additionally, FIGS. 2B-2D do not
depict sensor 210 as having any angular rotation. One or
both of sensors 205 and 210 may have one or multiple
angular rotation deviations from a parallel orientation.

One embodiment of a correction pattern 105 is shown in
FIG. 3. The correction pattern 105 may be composed of two
planes 305 and 310 of alternating light and dark squares,
forming a checkered pattern. The size of the light and dark
squares is desirably 50 mm. The planes 305 and 310
desirably meet at a ninety degree angle, 0, about the inter-
section 325. Correction pattern 105 may also comprise a set
of colorations 335 and 340 that are different from the light
and dark squares. These colorations 335 and 340 provide a
point of origin for the correction angle calculation discussed
below. The colorations may be placed at the right-middle
area of the left plane. The imaging sensors 205 and 210 are
desirably placed at the same height as the colorations and 60
cm from the left and right planes of the correction pattern
105. Desirably, the imaging sensor pairs 205 and 210 should
see only the light and dark squares of the correction pattern
105.

FIG. 4 depicts a high-level block diagram of one embodi-
ment of an image analysis system 115 having a set of
components including a processor 420 linked to imaging
sensors 205 and 210. A working memory 405, storage 410,
electronic display 425, and memory 430 are also in com-
munication with processor 420.

Image analysis system 115 may be a stationary device
such as a desktop personal computer or it may be a mobile
device. A plurality of applications may be available to the
user on image analysis system 115. These applications may
include traditional photographic applications, high dynamic
range imaging, panoramic video, or stereoscopic imaging
such as 3D images or 3D video.

Processor 420 may be a general purpose processing unit
or a processor specially designed for imaging applications.
As shown, the processor 420 is connected to a memory 430
and a working memory 405. In the illustrated embodiment,
the memory 430 stores an imaging sensor control module
435, a sensor correction angle module 440, a space calcu-
lation module 445, an adjustment module 450, a capture
control module 455, operating system 460, and user inter-
face module 465. These modules may include instructions
that configure the processor 420 to perform various image
processing and device management tasks. Working memory
405 may be used by processor 420 to store a working set of
processor instructions contained in the modules of memory
430. Alternatively, working memory 405 may also be used
by processor 420 to store dynamic data created during the
operation of image analysis system 115.

As mentioned above, the processor 420 is configured by
several modules stored in the memory 430. Imaging sensor
control module 435 includes instructions that configure the
processor 420 to adjust the focus position of imaging sensors
205 and 210. The imaging sensor control module 435 also
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includes instructions that configure the processor 420 to
capture images of a correction pattern with imaging sensors
205 and 210. Therefore, processor 420, along with image
capture control module 455, imaging sensors 205 or 210,
and working memory 405, represent one means for provid-
ing a first image and a second image that are part of a
stereoscopic image pair. The sensor correction angle module
440 provides instructions that configure the processor 420 to
determine correction angles of the imaging sensor pair 205
and 210 based on one or more images of a correction pattern.
Therefore, processor 420, along with sensor correction angle
module 440 and working memory 405, represent one means
for determining correction angles of the sensor based on one
or more images of the correction pattern.

The space calculation module 445 provides instructions
that configure the processor 420 to represent the correction
angles of the sensor pair in a three dimensional space and
define a region 600 in the three dimensional space for which
digital correction of images taken by imaging sensor pair
205 and 210 is possible, as shown in FIGS. 6 and 7. Thus,
processor 420, along with space calculation module 445 and
working memory 405, represent one means for representing
the correction angles of the sensor pair in a three dimen-
sional space. The adjustment module 450 provides instruc-
tions that configure a processor to statistically process the
correction angles of each imaging sensor pair 205 and 210
to determine production correction parameters and input the
production correction parameters to a manufacturing line
125. Therefore, processor 420, along with adjustment mod-
ule 450 and working memory 405, represent one means for
analyzing the three dimensional space of correction angles
to determine a set of production correction parameters. User
interface module 465 includes instructions that configure the
processor 420 to display information on an electronic dis-
play accessible to the user while running the image analysis
system 115.

Operating system module 460 configures the processor
420 to manage the memory and processing resources of
system 115. For example, operating system module 460 may
include device drivers to manage hardware resources such as
the electronic display 435 or imaging sensors 205 and 210.
Therefore, in some embodiments, instructions contained in
the image processing modules discussed above may not
interact with these hardware resources directly, but instead
interact through standard subroutines or APIs located in
operating system component 460. Instructions within oper-
ating system 460 may then interact directly with these
hardware components.

Processor 420 may write data to storage module 410.
While storage module 410 is represented graphically as a
traditional disk drive, those with skill in the art would
understand multiple embodiments could include either a
disk-based storage device or one of several other types of
storage mediums, including a memory disk, USB drive,
flash drive, remotely connected storage medium, virtual disk
driver, or the like.

Although FIG. 4 depicts a device comprising separate
components to include a processor, two imaging sensors,
electronic display, and memory, one skilled in the art would
recognize that these separate components may be combined
in a variety of ways to achieve particular design objectives.
For example, in an alternative embodiment, the memory
components may be combined with processor components
to save cost and improve performance.

Additionally, although FIG. 4 illustrates two memory
components, including memory component 430 comprising
several modules and a separate memory 405 comprising a
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working memory, one with skill in the art would recognize
several embodiments utilizing different memory architec-
tures. For example, a design may utilize ROM or static RAM
memory for the storage of processor instructions implement-
ing the modules contained in memory 430. Alternatively,
processor instructions may be read at system startup from a
disk storage device that is integrated into image analysis
system 115 or connected via an external device port. The
processor instructions may then be loaded into RAM to
facilitate execution by the processor. For example, working
memory 405 may be a RAM memory, with instructions
loaded into working memory 405 before execution by the
processor 420.

FIG. 5 is a flow chart depicting a high-level overview of
a sensor yield improvement process that may be imple-
mented in several modules depicted in FIG. 4. Process 500
may be used in some embodiments to determine correction
angles for a stereoscopic image pair, represent the correction
angles in a three dimensional space, statistically process the
correction angles to determine a set of production correction
parameters, and input the production correction parameters
to a manufacturing line to improve sensor pair yields. The
process 500 begins at start block 505 and then transitions to
block 510 where a pair of imaging sensors is provided. The
process 500 then transitions to block 515 where the pair of
imaging sensors is mounted in front of a correction pattern.
Process 500 then transitions to block 520 where instructions
direct the imaging sensor pairs to capture images of the
correction pattern 105. Imaging sensor control module 435
may then configure the processor 420 to control imaging
sensors 205 and 210, possibly via operating system module
460, to capture images of the correction pattern. The process
500 then transitions to block 525 where instructions deter-
mine correction angles of the sensor pair 205 and 210 based
on the images taken by the sensor pair 205 and 210 of the
correction pattern 105. Sensor correction angle module 440
may then configure the processor to perform coordinate
origin location and real world coordinate location determi-
nations for each image taken by the imaging sensor pair 205
and 210 to determine the correction angles of the sensor pair
205 and 210. Correction angles for each sensor pair include
correction angles in each of the roll, pitch, and yaw direc-
tions, as defined above. After the correction angles have
been determined, process 500 transitions to decision block
530 where a decision is made as to whether additional
imaging sensors pairs should be tested. If there are more
imaging sensor pairs to be tested, process 500 returns to
block 510 and repeats the process as described above.

If all of the desired sensor pairs have been tested, process
500 transitions to block 535 where instructions represent the
correction angles of the sensor pairs in a three dimensional
space. The three dimensional space is identified by the axes
X, y, and z, as defined above. The correction angles corre-
sponding to rotation about each of these axes is plotted
within the three dimensional space for each tested sensor
pair, as shown in FIG. 7 and discussed in further detail
below. Additionally, an ideal space of correction angles 600
for which digital correction of an image taken by a sensor
pair is possible is plotted in the same three dimensional
space as the correction angles, as shown in FIGS. 6 and 7
and discussed in further detail below. The set of points 700
corresponding to the correction angles for each sensor pair
is compared to the ideal space 600 defined by the set of set
of correction angles for which digital correction of an image
is possible.

Digital correction of an image may involve “vertically
cropping” outside dimensions of each image in the stereo-
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scopic image pair. An outside dimension of a first image of
a stereoscopic image is a dimension that bounds image data
that does not overlap with image data of a second image of
the stereoscopic image pair. In other words, an outside
dimension of an image may form a border of a stereoscopic
image pair when the stereoscopic image is viewed by a
viewer. An inside dimension of a first image of a stereo-
scopic image is a dimension that bounds image data that may
overlap with image data of a second image of the stereo-
scopic image pair. An inside dimension of an image is
opposite an outside dimension of the image. Since a vertical
crop operation typically removes all pixels within a particu-
lar “column” of an image, a budget of ten percent (10%) of
horizontal resolution may allow the loss of 10% of the total
image area for image adjustment. Sensor correction angles
that indicate a loss of greater than 10% of horizontal
resolution indicate that the sensor pairs have been manufac-
tured with a deviation that is greater than can be adjusted
with digital processing. Therefore, these sensor pairs will
need to be discarded.

Statistical analysis of the set of sensor pair correction
angles, performed by the adjustment module 450 determines
a set of production correction parameters, as illustrated in
block 540. Production correction parameters consist of a set
of possible adjustments that may be made to a manufactur-
ing line in order to manufacture image sensor pairs that may
be digitally calibrated without a loss of more than 10% of
horizontal resolution of the stereoscopic image taken by
those sensors. Process 500 then transitions to block 545
where instructions input the production correction param-
eters to a manufacturing line to improve sensor yields.
Process 500 then transitions to block 550 and the process
ends.

FIG. 8 is a flow chart illustrating a process 800 that runs
within one embodiment of a sensor correction angle module
440 of FIG. 4. The process 800 begins at start block 805 and
then transitions to block 810 where instructions direct pro-
cessor 420 to detect a coordinate origin for each image taken
by each sensor of a sensor pair 205 and 210. As discussed
above, FIG. 3 depicts a correction pattern 105 used in one
embodiment of a sensor yield improvement process. Squares
of a different coloration may be placed on the correction
pattern in order to determine a coordinate origin for each
image. After determining the coordinate origin for each
image, process 800 then transitions to block 815 where
instructions direct processor 420 to detect a set of key point
coordinates for each image. FIG. 10 depicts a correction
pattern 105 labeled with key points within a boundary
around the coordinate origin. From block 815, process 800
transitions to block 820 where instructions direct processor
420 to determine a set of real world coordinates by com-
puting key point real world positions and matching the key
point image coordinates with real world coordinates to
estimate a 3x4 projection matrix used for calibrating the
images.

The relation between the real world 3D coordinates of
points on the correction pattern and their corresponding
pixel locations on the 2D images is determined using real
world to image frame mapping. Assuming an optical axis
runs through the center of both images taken by the imaging
sensor pair 205 and 210 and an image with square pixels,
mapping from real world coordinates (X, Y, Z) to pixel
coordinates (Px, Py) is given by:
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Where M is a 3x4 matrix.
If Tx, Ty, and Tz are the sensor coordinates, then, by
expanding the above expression:

my X +mpY +misZ +myy

Px=
ma1 X +mspY + mazZ + may

Pye my X + mpY +mysZ +myy
r= ma X + maY +mszZ +may

The calibration matrix M is a combination of 3D rotation
matrix R and translation vector T where f, is the focal
distance in pixels.
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M can be solved by solving a linear system:

Am=0
A=
X1z 10 0 00 -PyXy -PuYy -PuZy -Pgy
0 0 0 0 X Y Z 1 -PyX, -P,Y, -P,Y -Py
m=

T
[miy mip myz mya mp my mpz My msz Mz Mz M

The twelve element vector m can be computed through
singular value decomposition, that is accurate within a
scaler. The structure of the vector can be used to compute the
scaler. It is possible to obtain image sensor intrinsic param-
eters from the matrix but it is not necessary as they are
known a priori. R and T can be estimated for both image
sensors separately. Obtaining M1 and M1, defined below,
fully defines the rotations and position shifts of the sensors.
Note that single image transform cannot compensate for
deviation in T and can only compensate for rotations.

M1=/R1IT1] M2=[R2IT2]

Sensor coordinates relative to one of the sensor planes
(Ts1, Ts2) can be computed from T1 and T2. Assuming Ts1
and Ts2 are within tolerances a transform can be obtained to
compensate for the relative rotation between the two sensors
as:

R=Ri xR

-1
right
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If Ts1 and Ts2 are not within the acceptable tolerances, the
3x3 R matrix along with the 3x3 D matrix is used to warp
the image. The D matrix is used to re-normalize the pixel
values after they are multiplied by R.

dd &
D=|d d &
11 4
w
Where d = ——————

) taﬂ(HFOV)
* 2

and HFOV=Horizontal Field of View and W is the image
width in pixels.

A pixel located of (xi, yi, 1)’ becomes D*R*(xi,yi,1)" after
warping the image.

From block 820, process 800 transitions to block 825,
where instructions direct the processor 420 to compare the
set of real world coordinates with the set of key point
coordinates to determine correction angles for each sensor
pair. Once all of the correction angles have been determined
for the sensor pair, process 800 moves to block 830 and
ends.

FIG. 9 depicts a flow chart illustrating a process 900 that
runs within one embodiment of space calculation module
445 of FIG. 4. Process 900 may be used in some embodi-
ments to plot the correction angles for roll, pitch, and yaw
of a sensor pair relative to a defined region in 3D space of
a set of correction angles for which digital correction is
possible. The process 900 begins at start block 905 and then
transitions to block 910 where instructions direct processor
420 to plot the roll, pitch, and yaw correction angles,
determined by the sensor correction angle module 440,
discussed above, for a sensor pair in a 3D space. The process
900 then continues to block 915 where instructions direct
processor 420 to plot a defined region in 3D space for which
digital correction of the images captured by the sensor pair
is possible without resulting in more than a set cutoff amount
of horizontal resolutions. In one embodiment, the cutoff
amount is ten percent. Once the sensor pair correction angles
and the defined region have been plotted in 3D space,
process 900 move to block 920 and process 900 ends.
Process 900 may be repeated for each imaging sensor pair
which is tested according to the process 500 shown in FIG.
5.

Once the three dimensional space has been populated with
a graphical representation 700 of the imaging sensor pair
correction angles illustrating the required overall rotational
correction of each sensor pair and the defined region 600 of
digitally correctable rotational corrections, a set of produc-
tion correction parameters can be determined. FIG. 11 is a
flow chart illustrating a process 1100 that runs within one
embodiment of an adjustment module 450 of FIG. 4. Process
1100 may be used in some embodiments to statistically
analyze the scatter plot of imaging sensor pair correction
angles to determine production correction parameters for
input into a manufacturing line. The process 1100 begins at
start block 1105 and transitions to block 1110 where instruc-
tions direct a processor 420 to determine the mean and
variance for each correction angle of the imaging sensor
pair. Once this statistical calculation has been performed



US 9,438,889 B2

13

process 1100 transitions to block 1115 where instructions
direct processor 420 to determine production correction
parameters through minimization of the variance or the
mean. In other embodiments, other statistical processing
may be performed, such as acquiring the maximum correc-
tion angle value and minimizing the correction angles
sequentially, as in a minimax strategy. For example, a
minimax strategy may begin by minimizing the angle which
deviates the most from the desired range and minimizing
this angle as much as possible. The strategy continues by
minimizing the next largest deviant angle and so on, until the
budget is reached. In other embodiments, correction angles
for rotation about two axes, such as roll and pitch, could be
calculated while holding fixed a third correction angle, such
as yaw. In this embodiment, a possible set of correction
angles for roll and pitch may be calculated that results in the
overall rotational correction of the sensor pair falling within
the defined region in 3D space for which digital correction
is possible without exceeding a maximum horizontal reso-
Iution cutoff value. Projection matrices, for example (3x3)
matrices, may be built with various possible yaw, pitch, and
roll correction angles. Only the yaw, pitch, and roll correc-
tion angle combinations which result in image correction
within the budget are retained in one embodiment.

After statistical processing has been performed to calcu-
late the production correction parameters, process 1100
transitions to block 1120 where instructions direct processor
420 to input the production correction parameters to a
manufacturing line, resulting in improved sensor yields. The
production correction parameters could be in the form a 3x3
projection matrix. The placement arm of a manufacturing
line could move in discrete steps along all three axes and
angles, in one embodiment using a stepper motor. The
movement of the placement arm could be controlled or
adjusted according to the three estimated rotation or correc-
tion angles, allowing the production sensors to be manufac-
tured within the acceptable range. Process 1100 then tran-
sitions to block 1125 and the process ends.

The present embodiments further contemplate displaying
the stereoscopic image pair on a display screen. One skilled
in the art will recognize that these embodiments may be
implemented in hardware, software, firmware, or any com-
bination thereof.

In the above description, specific details are given to
provide a thorough understanding of the examples. How-
ever, it will be understood by one of ordinary skill in the art
that the examples may be practiced without these specific
details. For example, electrical components/devices may be
shown in block diagrams in order not to obscure the
examples in unnecessary detail. In other instances, such
components, other structures and techniques may be shown
in detail to further explain the examples.

It is also noted that the examples may be described as a
process, which is depicted as a flowchart, a flow diagram, a
finite state diagram, a structure diagram, or a block diagram.
Although a flowchart may describe the operations as a
sequential process, many of the operations can be performed
in parallel, or concurrently, and the process can be repeated.
In addition, the order of the operations may be re-arranged.
A process is terminated when its operations are completed.
A process may correspond to a method, a function, a
procedure, a subroutine, a subprogram, etc. When a process
corresponds to a software function, its termination corre-
sponds to a return of the function to the calling function or
the main function.

Those of skill in the art will understand that information
and signals may be represented using any of a variety of

10

15

20

25

30

35

40

45

50

65

14

different technologies and techniques. For example, data,
instructions, commands, information, signals, bits, symbols,
and chips that may be referenced throughout the above
description may be represented by voltages, currents, elec-
tromagnetic waves, magnetic fields or particles, optical
fields or particles, or any combination thereof.

Those having skill in the art will further appreciate that
the various illustrative logical blocks, modules, circuits, and
process blocks described in connection with the implemen-
tations disclosed herein may be implemented as electronic
hardware, computer software, or combinations of both. To
clearly illustrate this interchangeability of hardware and
software, various illustrative components, blocks, modules,
circuits, and blocks have been described above generally in
terms of their functionality. Whether such functionality is
implemented as hardware or software depends upon the
particular application and design constraints imposed on the
overall system. Skilled artisans may implement the
described functionality in varying ways for each particular
application, but such implementation decisions should not
be interpreted as causing a departure from the scope of the
present invention. One skilled in the art will recognize that
a portion, or a part, may comprise something less than, or
equal to, a whole. For example, a portion of a collection of
pixels may refer to a sub-collection of those pixels.

The wvarious illustrative logical blocks, modules, and
circuits described in connection with the implementations
disclosed herein may be implemented or performed with a
general purpose processor, a digital signal processor (DSP),
an application specific integrated circuit (ASIC), a field
programmable gate array (FPGA) or other programmable
logic device, discrete gate or transistor logic, discrete hard-
ware components, or any combination thereof designed to
perform the functions described herein. A general purpose
processor may be a microprocessor, but in the alternative,
the processor may be any conventional processor, controller,
microcontroller, or state machine. A processor may also be
implemented as a combination of computing devices, e.g., a
combination of a DSP and a microprocessor, a plurality of
microprocessors, one or more mMicroprocessors in conjunc-
tion with a DSP core, or any other such configuration.

The blocks of a method or process described in connec-
tion with the implementations disclosed herein may be
embodied directly in hardware, in a software module
executed by a processor, or in a combination of the two. A
software module may reside in RAM memory, flash
memory, ROM memory, EPROM memory, EEPROM
memory, registers, hard disk, a removable disk, a CD-ROM,
or any other form of non-transitory storage medium known
in the art. An exemplary computer-readable storage medium
is coupled to the processor such that the processor can read
information from, and write information to, the computer-
readable storage medium. In the alternative, the storage
medium may be integral to the processor. The processor and
the storage medium may reside in an ASIC. The ASIC may
reside in a user terminal, camera, or other device. In the
alternative, the processor and the storage medium may
reside as discrete components in a user terminal, camera, or
other device.

The previous description of the disclosed implementa-
tions is provided to enable any person skilled in the art to
make or use the present invention. Various modifications to
these implementations will be readily apparent to those
skilled in the art, and the generic principles defined herein
may be applied to other implementations without departing
from the spirit or scope of the invention. Thus, the present
invention is not intended to be limited to the implementa-
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tions shown herein but is to be accorded the widest scope
consistent with the principles and novel features disclosed
herein.

What is claimed is:

1. A method to improve imaging sensor yields for a pair
of'image sensors configured to capture a stereoscopic image,
comprising:

providing a stereoscopic image sensor pair taken from a

manufacturing line;

capturing one or more images of a correction pattern with

the sensor pair;

determining correction angles of the sensor pair based on

the one or more images of the correction pattern;

representing the correction angles of the sensor pair in a

three dimensional space;

analyzing the three dimensional space of correction

angles by determining a mean and variance of the
correction angles to determine a set of production
correction parameters that satisfies one or both of a
minimized variance of the correction angles or a zero-
valued mean of the correction angles; and

inputting the production correction parameters to the

manufacturing line to improve sensor pair yields.

2. The method of claim 1, wherein determining correction
angles of the sensor pair comprises measuring a roll correc-
tion angle, measuring a yaw correction angle, and measuring
a pitch correction angle of the image sensors in the sensor
pair.

3. The method of claim 1, wherein the correction pattern
is a checkerboard composed of alternating light and dark
squares.

4. The method of claim 1, wherein the correction pattern
further comprises colorations in addition to alternating light
and dark squares such that the colorations provide an
orientation point for the image sensors in the sensor pair.

5. The method of claim 1, wherein capturing one or more
images of a correction pattern comprises capturing a first
image of a correction pattern with a first imaging sensor and
capturing a second image of a correction pattern with a
second imaging sensor.

6. The method of claim 5, wherein determining correction
angles of the sensor pair further comprises the steps of
detecting a coordinate system origin for each of the first and
second images; detecting a set of key point coordinates
within a boundary around the origin for each of the first and
second images; determining a set of real world coordinates
from the set of key point coordinates for each of the first and
second images; and comparing the set of real world coor-
dinates with the set of key point coordinates to determine
correction angles for each sensor pair.

7. The method of claim 1, wherein representing the
correction angles of the sensor pair in a three dimensional
space comprises graphing a sensor pair correction require-
ment in a three dimensional space in which a first axis
corresponds to a roll correction, a second axis corresponds
to a yaw correction, and a third axis corresponds to a pitch
correction.

8. The method of claim 2, wherein analyzing the three
dimensional space of correction angles further comprises
determining the mean and variance for the roll correction
angle, the pitch correction angle, and the yaw correction
angle.

9. The method of claim 2, wherein analyzing the three
dimensional space of correction angles further comprises
determining a set of possible combinations of two of the roll,
pitch or yaw correction angles while holding fixed a mean of
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a third correction angle and determining the set of produc-
tion correction parameters from the set of possible combi-
nations.

10. The method of claim 2, wherein analyzing the three
dimensional space of correction angles further comprises
determining a maximum correction angle for each of roll,
pitch and yaw and minimizing each correction angle sequen-
tially.

11. The method of claim 7, further comprising building a
projection matrix of the production correction parameters of
the roll, pitch, and yaw correction angles and retaining only
those correction angles which result in correction of the
images captured by the sensor pair within a specified budget.

12. A system to improve imaging sensor yields for a pair
of'image sensors configured to capture a stereoscopic image,
comprising:

a correction pattern comprised of two sheets of alternating

light and dark squares joined at a ninety degree angle;

a support for holding a stereoscopic image sensor pair in

front of the correction pattern;

a control module configured to:

capture one or more images of the correction pattern with

a sensor pair;
determine correction angles of the sensor pair based on
the one or more images of the correction pattern;
represent the correction angles of the sensor pair in a three
dimensional space;

analyze the three dimensional space of correction angles

by determining a mean and variance of the correction
angles to determine a set of production correction
parameters that satisfies one or both of a minimized
variance of the correction angles or a zero-valued mean
of the correction angles; and

input the production correction parameters to a manufac-

turing line to improve sensor pair yields.

13. The system of claim 12, wherein the control module
is configured to determine correction angles of the sensor
pair by measuring a roll correction angle, measuring a yaw
correction angle, and measuring a pitch correction angle of
the image sensors in the sensor pair.

14. The system of claim 12, wherein the correction pattern
is a checkerboard composed of alternating light and dark
squares.

15. The method of claim 14, wherein the correction
pattern further comprises colorations in addition to alternat-
ing light and dark squares such that the colorations provide
an orientation point for the image sensors in the sensor pair.

16. An apparatus for improving imaging sensor yields for
a pair of image sensors configured to capture a stereoscopic
image, comprising:

a support for holding a stereoscopic image sensor pair in

front of a correction pattern;

a control module configured to:

measure correction angles of the image pair;

represent the correction angles in a three dimensional

space;

analyze the three dimensional space of correction angles

by determining a mean and variance of the correction
angles to determine a set of production correction
parameters that satisfies one or both of a minimized
variance of the correction angles or a zero-valued mean
of the correction angles;

compare the correction angles to a specified maximum

correction parameter; and

input the production correction parameters to a manufac-

turing line to improve sensor pair yields.
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17. An apparatus improving imaging sensor yields for a
pair of image sensors configured to capture a stereoscopic
image, comprising:

means for providing a first image and a second image of

a stereoscopic image pair;

means for capturing one or more images of a correction

pattern with the sensor pair;

means for determining correction angles of the sensor pair

based on the one or more images of the correction
pattern;

means for representing the correction angles of the sensor

pair in a three dimensional space;

means for analyzing the three dimensional space of cor-

rection angles by determining a mean and variance of
the correction angles to determine a set of production
correction parameters that satisfies one or both of a
minimized variance of the correction angles or a zero-
valued mean of the correction angles; and

means for imputing the production correction parameters

to a manufacturing line to improve sensor pair yields.

18. A non-transitory, computer readable medium, com-
prising instructions that when executed by a processor cause
the processor to perform a method of improving imaging
sensor yields for a pair of image sensors configured to
capture a stereoscopic image, the method comprising:

providing a stereoscopic image sensor pair taken from a

manufacturing line;

5

10

15

25

18

capturing one or more images of a correction pattern with

the sensor pair;

determining roll, pitch and yaw correction angles of the

sensor pair based on the one or more images of the
correction pattern;

representing the correction angles of the sensor pair in a

three dimensional space with each dimension corre-
sponding to one of roll, pitch, and yaw;

analyzing the three dimensional space of correction

angles by determining a mean and variance for the
correction angles to determine a set of production
correction parameters that satisfies one or both of a
minimized variance of the correction angles or a zero-
valued mean of the correction angles; and

inputting the production correction parameters to the

manufacturing line to improve sensor pair yields.

19. The computer readable medium of claim 18, further
containing processor executable instructions that when
executed perform a method of building a projection matrix
of the production correction parameters of the roll, pitch,
and yaw correction angles and retaining only those correc-
tion angles which result in correction of the images captured
by the sensor pair within a specified budget.

20. The computer readable medium of claim 18, wherein
the correction pattern is a checkerboard composed of alter-
nating light and dark squares.
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